Abstract

Since their introduction in image denoising, the family of non-local methods, whose Non-Local Means (NL-Means) is the most famous member, has proved its ability to challenge other powerful methods such as wavelet based approaches or variational techniques. Though simple to implement and efficient in practice, the classical NL-Means algorithm suffers from several limitations: noise artifacts are created around edges and regions with few repetitions in the image are not treated at all. In this paper, we present an easy to implement and time efficient modification of the NL-Means based on a better reprojection from the patches space to the original pixel space, specially designed to reduce the artifacts due to the rare patch effect. We compare the performance of several reprojection schemes on a toy example and on some classical natural images.
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1. Introduction

In recent years, major progresses in image denoising have been recorded using patch-based methods. These approaches take advantage of the presence of a relatively large number of similar small sub-images, or patches, in natural pictures. Noise is then removed by averaging those similar patches.

To our knowledge, the first patch-based procedure was introduced in image processing by Efros and Leung [1] for texture synthesis, and then extended to inpainting in [2]. The introduction of patch-based methods in the context of image restoration is due to Buades et al. [3, 4, 5] (and independently to Awate and Whitaker [6]). The algorithm they developed, named Non-Local Means (NL-Means), and its variants based on Lepski’s method [7, 8] give some of the best results in image denoising. These methods rely on the self-similarity of natural images. They outperform other standard approaches derived either from wavelets methods [9, 10] such as curvelets [11] and bandlets [12], or from variational methods [13, 14]. The wavelet type methods model the image as a sparse combination of some vectors from basis or frames adapted to image representation. They take advantage of the sparsity of the representation for fast implementation [15]. In variational methods one assumes that the original image is a smooth function. The image is recovered by minimizing the sum of a term representing the fidelity to the observed image and of a regularity constraint on the absolute norm of the gradient of the image.

To our knowledge, the two state-of-the-art methods in denoising [16, 17], though more sophisticated, are patch oriented, which emphasizes the importance of patch-based methods. The first method, called BM3D [16], reconstructs the image by first finding similar patches, then stacking those in a 3D signal, and eventually denoising the block by a classical wavelet thresholding procedure. In [17], the approach is the same, but instead of a fixed wavelet dictionary, the authors use a learned dictionary of patches and approximate the block using $\ell^0$ or $\ell^1$ regularization [18, 19, 20].

The principle of the NL-Means algorithm is the following (cf. also Fig.1). First, an image is transformed in a collection of patches. Then, an estimate of each patch in the image is provided by taking into account the similarity between patches. The patch estimates are weighted average of the noisy patches. The weights are controlled by the similarity between the target patch (the one to be denoised) and the other available candidate patches. Once this is done, one reprojects the information obtained from the patches.
to denoise the pixels themselves. This method can be interpreted as a kernel smoothing approach: in this context the NL-Means is a Nadaraya-Watson type estimator. In the original method [3], the kernel used is Gaussian but several authors propose to enlarge the variety of relevant kernels (see for instance [21]). We mainly focus on the flat kernel (cf. Fig.3) both for simplicity and computation speed.

Since the space of patches is of larger dimension than the original image space, there are many alternatives to recover pixel estimators from patch estimators. In this paper we investigate the two most popular reprojection procedures (cf. Sections 3.2 and 3.3) used to connect these spaces (cf. Fig.1) and we compare them with new ones. Among these new reprojections, we study a particularly efficient one called Weighted Average reprojection (WAV-reprojection). We show that this method both increases numerical performance, measured in PSNR (Peak Signal to Noise Ratio), and visual performance. This reprojection reduces the halo of noise (cf. Fig.4 and Fig.9) usually observed when applying Non Local methods. This phenomenon is due to the rare patch effect: some part of the image, such as the edges and the corners, contain little redundancy.

Another recently proposed idea consists in considering more general shapes such as disks, bands, pies, etc. instead of common square patches [22, 23]. This idea can be related to the reprojections we present, a shape being here a decentered square patch.
We also highlight the importance of using a multi-scale approach when using patch based methods. Better performance are reached by using patch sizes growing according to the noise level. Common patch sizes range from 7 × 7 in [3] for low level of noise up to 16 × 16 in [17] for strong noise. However with those relatively large patches, denoising "textons" (elementary motifs) of small size is impossible. So it is important to use at least a second smaller size to correctly handle parts of images made of small textons.

The rest of the paper is organized as follows: in Section 2 we introduce the framework and the original NL-Means method. In Section 3 we detail how to propagate the information obtained in the patches space into the pixels space. Among other methods, we investigate the WAV-reprojection already considered in a previous work of the authors [24]. Section 4 gives some insights on the importance of the reprojection step, from a practical, theoretical and computational point of view. In Section 5, we show the impact of using different sizes of patch while Section 6 ends the paper with numerical experiments comparing several reprojections methods on classical images and on a set of high-quality images.

2. Classical definition of the NL-Means

2.1. Framework, noise model and notations

In this paper, we are concerned with the problem of the restoration of noisy images. We assume that we are given a gray-scale image $I$ which is a noisy version of an unobservable image $I^*$. An image is defined as a real valued function from a domain (or index) $\Omega$. In the sequel, the images are supposed to be rectangular of size $M \times N$. It means that the index set $\Omega \subset \mathbb{Z}^2$ can be chosen as $[0, M - 1] \times [0, N - 1]$, where the notation $[n_1, n_2]$ stands for the integers interval $\{n_1, n_1 + 1, \cdots, n_2\}$. We sometime identify an $M \times N$ image $I$ with the collection of pixel values, meaning $I = (I(x), x \in [0, M - 1] \times [0, N - 1])$.

In this article we only deal with the additive white Gaussian noise:

$$I(x) = I^*(x) + \varepsilon(x), \quad (1)$$

where $x = (x, y) \in \Omega$ is any pixel in the image domain $\Omega$ and $\varepsilon$ is a centered Gaussian noise with known variance $\sigma^2$. Traditional neighborhood filters treat model (1) as a problem of estimating a two-dimensional regression function that can be handled by various smoothing techniques (see e.g. [25] and the references therein).
In [3] the approach is to replace the spatial regression by the regression of the pixel value on the values of its neighbors. This extends what is done for Bilateral Filtering [26] or for the Yaroslavsky's Filter [27] to the space of patches that we now define. Let \( W = 2W_1 + 1 \) (with \( W_1 \in \mathbb{N} \)) be some odd integer, then for some pixel \( x \in \Omega \), the patch \( P^I_x \) is the sub-image of \( I \) having \( x \) as upper left corner (cf. Fig.2 for an illustration). For any pixel \( x \in \Omega \) (we omit the details for border pixels), one has

\[
P^I_x = (I(x + \tau), \tau \in [0, W - 1]^2),
\]

where the exponent \( W \) is omitted when the patch width is fixed and that no confusion can occur. In the following, we will use the notation \( P^I_{x-\delta} \) to represent the patch having the pixel \( x - \delta \) as upper left corner. We will have \( \delta \in [0, W - 1]^2 \), therefore the pixel \( x \) will be in \( P^I_{x-\delta} \). The parameter \( \delta \) can be seen as a sliding or shifting parameter that is the patch is translated by \( \delta \).

Now, let us present the definition of the classical NL-Means estimator. For estimating the value \( I^*(x) \), a non-parametric regression estimation is carried out taking as response \( I(x) \) and as covariate the patch \( P^I_{x-\delta_W} \) (centered on \( x \)), where \( \delta_W = (W_1, W_1) \). Note that our unusual notation aims at simplifying the writing of the new reprojection methods introduced in Section 3.

Using kernel smoothing with patches, the NL-Means estimator of the
pixel \( x \) can be written as

\[
\hat{I}_{NLm}(x) = \sum_{x' \in \Omega} \frac{K(||P^I_{x-\delta_W} - P^I_{x'-\delta_W}||/h) \cdot I(x')}{\sum_{x'' \in \Omega} K(||P^I_{x-\delta_W} - P^I_{x''-\delta_W}||/h)},
\]

where \( x' \) runs in \( \Omega \), \( K \) is a kernel function, \( h > 0 \) is the bandwidth parameter and \( || \cdot || \) is a norm on \( \mathbb{R}^{W^2} \). One restricts the summation in (3) to a searching zone \( \Omega_R(x) = x + [-\frac{R-1}{2}, \frac{R-1}{2}]^2 \), a square centered on \( x \) of size \( R \times R \) with \( R \) odd. This is done to avoid the violation of the stationarity assumption required to prove the convergence of the method [4]. Remark that substituting \( \Omega_R(x) \) to \( \Omega \) is also done to speed up the algorithm since the complexity of the naive algorithm decreases from \( O(N^2M^2W^2) \) to \( O(R^2NMW^2) \) for an image of size \( M \times N \).

Defining the unnormalized NL-Means weights as

\[
\theta^I_{NLm}(x, x') = K(||P^I_x - P^I_{x'}||/h),
\]

we can then recast this estimator as a simple weighted average of the noisy pixels in the searching zone

\[
\hat{I}_{NLm}(x) = \sum_{x' \in \Omega_R(x)} \sum_{x'' \in \Omega_R(x)} \frac{\theta^I_{NLm}(x - \delta_W, x' - \delta_W)}{\sum_{x'' \in \Omega_R(x)} \theta^I_{NLm}(x - \delta_W, x'' - \delta_W)} \cdot I(x').
\]

Different variants of NL-means estimators are obtained by changing the kernel functions \( K \) [21] or by changing the way the similarity between patches is measured. Default choices are the Gaussian kernel \( K(x) = e^{-x^2} \) and the Euclidean norm denoted by \( || \cdot ||_2 \). Other alternatives use PCA variants both to improve computation time [28, 29, 30, 31] and quality [32].

2.2. Choosing the kernel

The choice of the kernel should not drastically alter the performance of the method and \( h \) is a more crucial parameter [33]. However, there are several reasons why one should use a non-Gaussian kernel and especially a kernel with a compact support.

First a kernel with a compact support reduces a problem encountered by the classical NL-Means when the searching zone is too big [34]. Since
many coefficients $\theta_{NLM}(x, x')$ are close but not equal to zero, they decrease the impact of the good candidates, i.e., candidates with large $\theta_{NLM}(x, x')$.
Thus hard thresholding the small coefficients in (5) with a compact support kernel robustifies the estimator and improves the quality of the procedure. In fact this phenomenon also limits the interest of using a large $R$, as noted by Tasdizen in [31]. He termed the method with a small searching window the limited-range implementation of the NL-Means. We would rather term it “Semi-Local Means” (see [35] where this name is first used), as no gain is obtained in practice with too large $R$. So, a small $R$ (usually $10 \leq R \leq 30$) should not only be chosen to speed up the algorithm, but also to increase the performance on natural images.

Another drawback [36, 37, 34] of the classical NL-Means is that the weight of the central patch, i.e., $\theta_{NLM}(x, x)$, is overestimated. Indeed, one always compares the central patch with itself when $x = x'$ in (4), leading to a zero distance between patches. Thus whatever the kernel and the distance are, one has $\theta_{NLM}(x, x) = K(0)$. Since the kernel $K$ is usually chosen symmetric and non-increasing on $[0, +\infty)$, for any $x, x'$ the following inequality holds: $\theta_{NLM}(x, x) \geq \theta_{NLM}(x, x')$, and the gap might be big. To fix this problem, Buades et. al. proposed in their seminal paper [3] to assign to the weight of the central pixel the same value as the maximum weight calculated for the other pixels in the searching zone : $\theta_{NLM}(x, x) = \max_{x' \neq x} \theta_{NLM}(x, x')$. Thus, in regions with little redundancy (corner shapes for instance) this leads to only average the closest candidates with the central one. It was explained that this drawback can be overcome by using an unbiased estimator for the risk [34] or by using a $k$-nearest neighbors strategy [36]. Another alternative proposed in [38] is to use the maximum property only if the weight of the closest patch is big enough. However, with the flat kernel this problem does
not occur since all good candidates have the same weights.

Now, let us justify that the weights should be almost uniform among the good candidates. Consider the Oracle estimator one would get using the true support \( \Omega_{OR}(x) = \{ x' \in \Omega_R(x), P_x^{I'} = P_{x'}^{I'} \} \) instead of \( \Omega_R(x) \) in (5) (see for instance [39] for more details on oracle estimators). Clearly, this is not an estimator since the oracle support \( \Omega_{OR}(x) \) is unknown for the observer. Yet, the risk of the oracle estimator is an upper bound of the best performance one could achieve with the NL-Means. It also reflects the true spirit of the method: one should find the geometry of the underlying image and then average the noisy observations according to the estimated similarity. The oracle estimator is unbiased, so we need to use the weights \( \theta^I(x, x') \) minimizing the variance in order to minimize its risk. Now, among weighted average estimators, the one with uniform weights for every pixel in \( \Omega_{OR}(x) \), i.e., \( \forall x' \in \Omega_{OR}(x), \theta^I(x, x') = 1/|\Omega_{OR}(x)| \) has the smallest variance.

From the statistical analysis of kernel smoothing methods, no result favors any kernel in all situations. Knowing the regularity of the underlying function to estimate, a kernel with the corresponding number of vanishing moments should be used. But in general, we do not know in advance the underlying regularity in the space of patches.

A practical solution consists in choosing the kernel leading to the fastest implementation. That is why we focus on the flat kernel described in Fig.3 (see also Section 3.6).

Another advantage of the flat kernel is that it leads to an easy statistical selection of the bandwidth \( h \), by controlling a \( \chi^2 \) variable as in [5]. The parameter \( h \) is the most crucial tuning parameter in the NL-Means method and is usually selected either manually or by cross-validation on a few images. It might be interesting to determine an automatic data driven selection rule. Two different approaches are proposed to select \( h \) for the Gaussian kernel case. Boulanger and Kerbrann [7] apply the Lepskii’s method [40] to find both a good searching zone and a good bandwidth. Van de Ville and Kocher [33] and Duval et al. [41] use a method based on the SURE (Stein Unbiased Risk Estimate) theory: they minimize the estimated risk of the procedure with regards to \( h \) on a discrete grid. Those methods provide good results in practice, though they increase the computation time. Indeed, the NL-Means algorithm should be run for several values of \( R \) or \( h \) depending on the method. However, for the flat kernel, we propose a simpler and faster solution.

Indeed one can test whether two patches \( P_x^I \) and \( P_{x'}^I \) “are independent
noisy observations of the same original patch” under the assumption of Gaussian noise (neglecting covariances due to patches overlap). If two original patches are equal, \( \|P_I^x - P_I^{x'}\|^2/2\sigma^2 \) is \( \chi^2(W^2) \) distributed. Thus one can accept with probability greater than \( 1 - \alpha \) the hypothesis that the patches \( P_I^x \) and \( P_I^{x'} \) are equal if \( \|P_I^x - P_I^{x'}\|^2/2\sigma^2 \leq q_{1-\alpha}^{W^2} \), where \( q_{1-\alpha}^{W^2} \) is the \( (1 - \alpha) \)-quantile of the \( \chi^2(W^2) \) distribution. In practice, we used \( \alpha = 0.01 \) for our simulations on natural images. This leads to a quasi-automatic setting for the choice of the bandwidth: \( h^2 = 2\sigma^2 q_{0.99}^{W^2} \).

3. Reprojection from the patches space

In this section we present several methods to reproject information from patches to pixels. The first two methods (Sections 3.2 and 3.3) present the reprojections already explored in [3] and in [7]. In Sections 3.4, 3.5 and 3.6, we propose new methods and detail why the WAV-reprojection should be used.

3.1. The rare patch effect

The NL-Means method achieves very good results on uniform region, where using the mean to recover the image is well asymptotically justified, according to the law of large numbers. But when the number of similar patches is small in some region (a corner or an edge for instance), one faces the rare patch effect [41]. This phenomenon leads for instance to degrading fine details in some complex textures.

Along edges NL-Means methods usually perform poorly (cf. Fig.4-c, 4-d, 4-e) and we observe a halo of noise. This noise occurs because the patches centered on the edge may only have a few similar patches. More precisely, the number of similar patches is linear in \( R \) in that case, whereas it is quadratic in \( R \) for constant regions.

We illustrate this effect with the “Jump” image (Fig.4-a) with \( N = M = 256 \), pixel values equal to 0 or 255, corrupted with \( \sigma = 20 \). On this example, it is easy to explain why the NL-Means method fails and the halo of noise is particularly visible. This image is also considered in [5] and in [42]. In the latter paper, the authors visualize the space of patches of a simple 1-D signal: a jump (a Heaviside type function). In this case the patches are of width \( W = 2 \) and can be written \( P_I^x = (I(x), I(x + 1)) \). It is shown that the use of patches larger than \( 1 \times 1 \) on such an image limits the number of misidentifications done by the method. Though, for a 1-D signal no problem
Figure 4: Variant of NL-Means denoising with \( R = 9, W = 9, \sigma = 20 \), (a) original image, (b) noisy image. The following images are absolute difference between the original and the one denoised with (c) Flat kernel and central-reprojection, (d) Classical NL-Means \( h = \sigma \), (e) Flat kernel and UAE-reprojection, (f) Flat kernel and Min-reprojection, (g) Flat kernel and WAV-reprojection, (h) two patch sizes \( W_{max} = 9, W_{min} = 2, h^2_{max} = 2\sigma^2 q_{0.99} W^2_{max}, h^2_{min} = 2\sigma^2 q_{0.75} W^2_{min} \) and \( h^2 = 2\sigma^2 q_{0.99} W^2 \) when the flat kernel is used.
occurs around the edge: there is only one patch that can mix values of the two regions. Now, we consider the image (a 2-D signal) of a simple jump as in Fig.4-b, and we focus on the denoising of a pixel on the edge. In Fig.5-c, we use patches of size $2 \times 1$ (vertical orientation) to visualize the repartition of the patches in the searching zone for such a pixel. It is obvious that a new problem emerges in 2-D: a third cluster appears, and the target patch is in the one with fewer candidates, corresponding to bi-color patches. Such a cluster does not exist in 1-D (see [42], Fig.3). In our context this means that denoising will be done by averaging very few pixels, thus leading to degraded performance. Worst, when the patch size is $W \times W$, $W + 1$ clusters emerge in $\mathbb{R}^{W^2}$, degrading performance in a band of size $W - 1$ near the edge.

We visualize the artifacts produced using the NL-Means on the “Jump” image in Fig.4-c by showing the absolute difference between the original and the denoised image. As predicted one can observe a band of noise of width $W - 1$ around the edge. Note also that this halo of noise does not depend on the value of $h$ whether chosen globally or locally.

To solve this problem, one should more carefully take into account the information obtained on every patch of the image. Remind that patches are overlapping and every pixel belongs to $W^2$ patches. With this in mind, one can rewrite the NL-Means estimator in two parts. On the one hand, one determines a non-parametric estimator for every patch in the image using a weighted average with the same weights as in (4). This gives for each patch $P_x$ an estimator

$$
\hat{P}_x^I = \sum_{x' \in \Omega_R(x)} \frac{\theta_{NL}(x,x') \cdot P_{x'}^I}{\sum_{x'' \in \Omega_R(x)} \theta_{NL}(x,x'')}.
$$

On the other hand, one needs to obtain a final estimate $\hat{I}(x)$ for each pixel $x$ in the domain $\Omega$. Due to overlaps, each pixel in the image belongs to $W^2$ patches (see for instance two such patches in Fig.7). This means that we have for each pixel $W^2$ estimates we can combine to obtain better final pixels estimators. This aggregation process will be referred to as reprojection. This new step is the last one in our denoising process (cf. Fig.1).

Recall that for each pixel $x \in \Omega$ and each sliding parameter $\delta \in [0,W-1]^2$ one has $P_{x-\delta}(\delta) = I(x)$. Therefore, the collection of $W^2$ estimators for $\hat{I}(x)$ is $(\hat{P}_{x-\delta}^I(\delta))_{\delta \in [0,W-1]^2}$.

Now, one has many alternatives to reproject from the space of patches
to the pixels domain. One should notice that the way the candidates are aggregated can vary from pixel to pixel. Yet, the most commonly used re-projections proposed (cf. Sections 3.2 and 3.3) use the same aggregation scheme for all pixels, independently of their values or positions.

### 3.2. Central Reprojection

The original method [3] uses only the center of the denoised patch to estimate $I^*(\mathbf{x})$, leading to the estimator

$$
\hat{I}_{\text{CENT}}(\mathbf{x}) = \hat{P}_{x-\mathbf{\delta}_W}(\mathbf{\delta}_W) = \hat{P}_{x-(W_1,W_1)}(W_1,W_1). \tag{7}
$$
Figure 6: Examples of neighborhood associated with a square patch centered or conveniently decentered. The pixel of interest is in red and the selected pixels obtained by the two methods to denoise the red pixel are in black. In (a) the patch is centered and fewer similar patches candidates are found than in (b) with a decentered patch.

It is obvious that such a method loses an important part of the information provided by the patches. In particular, this reprojection suffers from the already mentioned halo of noise. We will show that one can gain a lot by using “sliding type” reprojections, i.e., reprojections taking into account the whole family \((\hat{\mathbf{P}}_{x-\delta}(\delta))_{\delta \in [0,W-1]^2}\) of estimators of \(I^*(x)\) (cf. Fig.7 for an example).

3.3. Uniform Average of Estimators reprojection (UAE)

A first improvement already proposed in [3, 43] is to average the different estimators of \(I^*(x)\). Formally, the uniform average of estimator (UAE-
reprojection estimator) is

$$\hat{I}_{\text{UAE}}(x) = \frac{1}{W^2} \sum_{\delta \in \left[0, W - 1\right]^2} \hat{P}^I_{x - \delta}(\delta).$$  \tag{8}$$

It already leads to important improvements in term of PSNR. Yet the halo of noise is still present in the “Jump” image (Fig. 4-e) as in natural images (see the Cameraman’s elbow in Fig 9-e).

3.4. Minimizing Variance-Reprojection

Now assume for a fixed $\delta \in \left[0, W - 1\right]^2$ that the observed patches $(\hat{P}^I_{x' - \delta})_{x' \in \Omega_R(x)}$ used to define $\hat{P}^I_{x - \delta}$ satisfy the test “they are two noisy observations of the same original patch”. This means that the selected patches can be considered of zero bias. Thus to minimize the expectation of the quadratic error, one only needs to choose the estimator with minimal variance. So, we define the Min-reprojection estimator as:

$$\hat{I}_{\text{Min}}(x) = \hat{P}^I_{x - \delta}(\hat{\delta}), \quad \text{with} \quad \hat{\delta} = \arg \min_{\delta \in \left[0, W - 1\right]^2} \text{Var} \left(\hat{P}^I_{x - \delta}(\delta)\right),$$  \tag{9}$$

where $\text{Var} \left(\hat{P}^I_{x - \delta}(\delta)\right)$ is the variance of $\hat{P}^I_{x - \delta}(\delta)$. The noise level $\sigma^2$ is known in our model, and if we assume that the patches behave as if they were independent, the variance in (9) equals

$$\sigma^2 \sum_{x' \in \Omega_R(x)} (\theta^I_{\text{NLM}}(x, x'))^2 / \left( \sum_{x'' \in \Omega_R(x)} \theta^I_{\text{NLM}}(x, x'')^2 \right).$$  \tag{10}$$

For the flat kernel, with $x' = x - \delta$, the variance $\text{Var} \left(\hat{P}^I_{x'}(\delta)\right)$ is simply $\sigma^2 / \left| \{ x'' \in \Omega_R(x'), \| P^I_{x'} - P^I_{x''} \| \leq h \} \right|$, where $|A|$ stands for the cardinal of $A$ for any set $A$. This reprojection consists in selecting among the $W^2$ candidates the estimator based on the position that has the maximum number of similar patches in the searching zone.

Even though the improvement is quite important on the “Jump” image (cf. Fig. 4-f), this type of reprojection performs poorly on natural images. The transition between areas having many similar patches and areas with fewer ones are too brutal. Hence edges are badly treated and appear crenelated (cf. Fig. 9-f).
3.5. Minimizing Variance with Weighted Average Reprojection (WAV)

Let us now introduce a more refined method especially designed to reduce the halo of noise. The choice of weights based on variance criteria is made more robust by aggregating rather than by selecting the patches estimators. The WAV-reprojection estimator is a convex combination of the preliminary estimators. Formally,

\[ \hat{I}_{WAV}(x) = \sum_{\delta \in [0,W-1]^2} \beta_{\delta} \hat{P}^I_{x-\delta}(\delta), \] (11)

with \( \sum_{\delta \in [0,W-1]^2} \beta_{\delta} = 1 \), and \( \beta_{\delta} \geq 0 \) for \( \delta \in [0,W - 1]^2 \). The estimators \( \left( \hat{P}^I_{x-\delta}(\delta) \right)_{\delta \in [0,W-1]^2} \) are still handled as if they were unbiased. Therefore, to minimize the quadratic risk of the estimator in (11), one only needs to minimize the variance under the constraint that \( \sum_{\delta \in [0,W-1]^2} \beta_{\delta} = 1 \). Using a Lagrangian formulation, this leads for all \( \delta \in [0,W - 1]^2 \) to choose (cf. Appendix)

\[ \beta_{\delta} = \frac{\left[ \text{Var} \left( \hat{P}^I_{x-\delta}(\delta) \right) \right]^{-1}}{\sum_{\delta' \in [0,W-1]^2} \left[ \text{Var} \left( \hat{P}^I_{x-\delta'}(\delta') \right) \right]^{-1}}. \]

For the flat kernel, thanks to the value of the approximated variance in that case (see Section 3.4), \( \beta_{\delta} \) is simply proportional to the number of averaged patches used to define \( \hat{P}^I_{x-\delta} \).

This kind of aggregation procedure is also described in [16, 44] and in references therein, but in the context of aggregating wavelet-thresholded estimators for each patch (see also [45]). This point of view can be traced back to works on Stacked Generalization, Stacked Regression or Generalized Ensemble Methods [46, 47, 48].
3.6. Uniform Average of Candidates Reprojection (UAC)

The last reprojection we introduce, named UAC-reprojection, consists in making a uniform average of all the ”good patch candidates”. Formally,

$$\hat{I}_{UAC}(x) = \frac{\sum_{\delta \in [0,W-1]^2} \sum_{x' \in \Omega_R(x)} \theta^l_{NLM}(x - \delta, x' - \delta) \cdot I(x')}{\sum_{\delta' \in [0,W-1]^2} \sum_{x'' \in \Omega_R(x)} \theta^l_{NLM}(x - \delta', x'' - \delta')} .$$

(12)

With the flat kernel, this estimator is exactly the same as the WAV-reprojection, justifying again our choice of the flat kernel. In particular it enables us to use a fast implementation of the UAC-reprojection based on “Summed Area Tables” [49] (also called “Integral Images” [50]) to compute the weights [51, 52]. This approach is not possible for the WAV-reprojection with other kernels.

Remark that in the general case, the pixel estimator $\hat{I}_{UAE}(x)$ is different from $\hat{I}_{UAC}(x)$, that assigns uniform weights to the estimators and that can be written

$$\hat{I}_{UAE}(x) = \frac{1}{W^2} \sum_{\delta \in [0,W-1]^2} \sum_{x' \in \Omega_R(x)} \frac{\theta^l_{NLM}(x - \delta, x' - \delta) \cdot I(x')}{\sum_{x'' \in \Omega_R(x)} \theta^l_{NLM}(x - \delta, x'' - \delta')} .$$

4. Insights on reprojections improvements

Let us detail in this section several improvements provided by the reprojection framework.

4.1. Practical improvements

To denoise $I(x)$, the pixels of the image can help in two different ways. First they can be in the searching zone $\Omega_R(x)$, those pixels are averaged in the summation in (5). They can also be in what we call the influence zone $\Omega_{In}(x)$. This zone consists of the pixels that govern the weights $\theta^l_{NLM}(x - \delta, x' - \delta)$, for $x' \in \Omega_R(x)$ and $\delta \in [0,W-1]^2$ in (5). Obviously, for any reprojection (with patches such that $W > 1$) one has $\Omega_{In}(x) \supset \Omega_R(x)$. For the central reprojection $|\Omega_{In}(x)| = (R + W - 1)^2 > R^2$ (cf. Fig.7-a), but $\Omega_{In}(x)$ increases for “sliding type” reprojection since $|\Omega_{In}(x)| = (R + 2W - 2)^2 > (R + W - 1)^2$ (cf. Fig.7-b). In this case, by considering every patch to which a pixel belongs, denoising can be done more efficiently since the influence zone of
each pixel is increased. This drives us to choose a smaller searching zone than in the literature on NL-Means: we already get good performance (cf. Tab.3) choosing $R = 9$ (while in [3], $R$ is equal to 21).

![Image of searching zones](image_url)

Figure 7: Searching zone ($R = 15$) and influence zone with central-reprojection (a) and with WAV-reprojection (b).

The concept of influence zone also appears in [36] for explaining that the influence of pixels propagates when one applies the NL-Means several times to an image. At a given step, two pixels $x$ and $x'$ with distance $2R$ can influence each other if there exists a third pixel $x''$, at distance $R$ from the two others, that has non-zero weights with respect to them at the previous step.

Moreover with a sliding type reprojection, $W$ is no longer artificially constrained to odd values and the borders are easily handled, since a pixel always belong to at least one patch (the extreme case being a pixel in a corner of the image).

In practice, we can check that the WAV-reprojection we propose limits the artifacts encountered by the classical NL-Means method. Let us focus again on the “Jump” image. Using our WAV-reprojection with flat kernel, we have almost eliminated the halo of noise (cf. Fig.4-g). Expressed in term of PSNR, improvements are also important: for the classical NL-Means PSNR = 43.05, whereas for the flat UAE-reprojection PSNR = 46.51 and for the flat WAV-reprojection PSNR = 47.77 (parameters used are given in Fig.4). We give a more detailed simulation study of this impact of reprojections in Section 6.
4.2. Theoretical improvements: a toy model

We analyze here in details the example of the “Jump” image with \( N^2 \) pixels (\( N = 256 \)). With this type of image, we measure the performance of two kinds of “Oracle NL-Means”. Assume one has an oracle that can decide whether two noisy patches are noisy versions of the same patch, meaning one has access to \( \Omega_{OR}(x) = \{x' \in \Omega_R(x), P'_x = P'_{x'} \} \) as in Section 2.2. Based on this information, an oracle patch estimator is just the average of the selected noisy patches. From this oracle patch estimator, one can theoretically study oracle pixel estimators obtained using either the central-reprojection \( \hat{I}_{ORC} \), as defined in Section 3.2, or the Min-reprojection \( \hat{I}_{ORM} \), as defined in Section 3.3. To simplify the calculations, we neglect here border issues.

Let us first focus on \( \hat{I}_{ORC} \). One has two types of pixels to consider. First there are the pixels whose searching zone is included in a constant part of the image (say the black part). In that case we can find exactly \( R^2 \) candidates. Assuming the patches are independent, \( \hat{I}_{ORC}(x) \) is \( \mathcal{N}(0, \sigma^2 R^2) \) distributed. On the other hand, there are two sub-cases when the searching zone intersect the edge. If the centered patch intersects the edge, we have only \( R \) patches selected by the oracle: those translated along the direction of the edge. So in that case the estimator is \( \mathcal{N}(0, \sigma^2 R) \) distributed and there are \( N(W-1) \) such pixels in the image. If the centered patch does not intersects the edge, the number of good candidates ranges from \( R(R-1) \) to \( R(R - \frac{W-1}{2}) \). So we can write

\[
\mathbb{E}\|\hat{I}_{ORC} - I^*\|_N^2 = \left(1 - \frac{R - 1}{N}\right) \frac{\sigma^2}{R^2} + \frac{\sigma^2}{NR(W-1)} + \frac{2}{N} \sum_{i=1}^{\frac{W+1}{2}} \frac{\sigma^2}{R(R-i)},
\]

(13)

with the notation \( \| \cdot \|_N^2 = \| \cdot \|_2^2/N^2 \).

For \( \hat{I}_{ORM} \) there are still two kinds of pixels to consider. The first ones are treated as before, but for pixels around the edge things are better now: sliding the patch in the direction orthogonal to the edge increases the number of similar (constant) patches found in the searching zone. So

\[
\mathbb{E}\|\hat{I}_{ORM} - I^*\|_N^2 = \left(1 - \frac{R - 1}{N}\right) \frac{\sigma^2}{R^2} + \frac{2}{N} \sum_{i=1}^{\frac{R+1}{2}} \frac{\sigma^2}{R(R-i)},
\]

(14)

Now remind that for our 8-bits images \( \text{PSNR} = 10 \log_{10} \frac{255^2}{\text{MSE}} \). With \( \sigma = 20, R = 21, W = 9 \), the oracle central-reprojection PSNR is 46.45, while for
Algorithm 1: WAV-reprojection with Flat Kernel

**Data:** $I, R, W, h$

**Result:** The filtered image $\hat{I}$

**begin**

1. Initialize the variables $\hat{I}$, $Z$ and Dist2
2. $\forall \delta \in \left[-\frac{R-1}{2}, \frac{R-1}{2}\right]^2$ do
   - Pre-compute($I$, Dist2, $\delta$, $W$)
3. $\forall x \in \Omega$ do
   - if $\text{Dist2}(x)^2 \leq h^2$ then
     - $\forall x' \in P_x'$ do
       - $Z(x') \leftarrow Z(x') + 1$
       - $\hat{I}(x') \leftarrow \hat{I}(x') + I(x' + \delta)$
       - $Z(x' + \delta) \leftarrow Z(x' + \delta) + 1$
       - $\hat{I}(x' + \delta) \leftarrow \hat{I}(x' + \delta) + I(x')$
4. $\forall x \in \Omega$ do
   - $\hat{I}(x) \leftarrow \hat{I}(x)/Z(x)$
5. return $\hat{I}$

**end**

the Min-reprojection PSNR is 48.42. In practice our reprojections with the flat kernel are close to the oracle value: respectively 45.78 and 48.10 for the central and Min-reprojections. The gain of using a more refined reprojection is then confirmed both in theory and in practice.

4.3. Computational improvements

We have already seen that sliding-reprojections have a larger influence zone. Thus the best parameter $R$ for those reprojections is smaller than the best parameter for the classical method. This speeds up the algorithm, since its complexity quadratically depends on $R$.

4.3.1. Implementation and complexity

Implementation was done in C, and following the philosophy of reproducible research, the open source code (mex-file) is available on-line at [http://people.math.jussieu.fr/~salmon/code/index_codes.php](http://people.math.jussieu.fr/~salmon/code/index_codes.php). Recall that $\Omega$ is the set of pixels positions in the image, and that $P_x^W$ is the patch of size $W$ with $x$ as upper-left pixel. In Algorithm 1 we use three matrices of size $M \times N$:

- $Z$, the normalization of each pixel
- Dist2, the square distances between patches
- \( \hat{I} \), the denoised image.

Note that in Algorithm 1 sometimes \( x + \delta \) or \( x' \) are outside the image. Most authors deal with this border issue by increasing the size of their image either by a symmetric or a toroidal extension. We prefer not to take into account those elements, because it introduces artificial information and does not improve the quality of the denoising. Our implementation uses a pre-computation step (at line 1) to compute all distances between patches in the same way as in [51, 52]. After the execution of the procedure Pre-compute\((I, \text{Dist2}, \delta, W)\), for all \( x \) the value \( \| P_{x, W}^I - P_{x + \delta, W}^I \|_2 \) is stored in Dist2\((x)\).

In previous works, the pre-computation decreases the complexity down to \( O(N^2R^2) \) which does not depend anymore on the size \( W \) of the patches. Though in our method when we find two similar patches, we update the whole patch (at line 2) instead of a single pixel. Therefore the worst case complexity is still \( O(N^2R^2W^2) \).

But on most images, the number of patches \( P_{x, W}^I \) which are similar to \( P_{x + \delta, W}^I \) is very small with regard to \( R^2 \). Therefore in practice, the computational time of our algorithm for WAV-reprojection is very close to the one for central-reprojection and does not depend much on \( W \).

It is important to remark that the implementation of the UAC-reprojection is simpler and clearer to code than the UAE-reprojection. It is also faster, since the forementioned pre-computation can be used only for this reprojection.

Finally, it is very easy to exploit the symmetry of the problem, meaning that when we find that \( P_{x, W}^I \) and \( P_{x + \delta, W}^I \) are similar, we update the values of the pixels both in \( P_{x, W}^I \) and in \( P_{x + \delta, W}^I \) in \( \hat{I} \) (at line 3). This trick has been noted in [21] and speeds up the algorithm by a factor 2.

4.3.2. Speeding up the NL-Means

To further speed up the NL-Means algorithms, many techniques have already been proposed. Among them one can do the main loop only on a fraction \( \frac{1}{k} \) of the pixels, and still get \( \frac{W^2}{k} \) estimators for each pixel, as in [7]. This sub-sampling method is a trade-off: one divides the execution time by a factor \( k \) while degrading the performance. However for small \( k \) this degradation is not significant, we observe a loss smaller than 0.2 dB for all
Table 1: Computing time (Mex/Matlab) for NL-Means with WAV-reprojection, flat kernel, a searching zone of width $R = 9$, and either one patch size $W_{\text{max}} = 9$ (WAV) or two patch sizes $W_{\text{max}} = 9, W_{\text{min}} = 2$ (2-WAV). BM3D [16] is run with the standard ’nc’ and ’high’ parameters and K&B [7] is run using \texttt{cimgmatlab.safir}(ImNoisy,4,7,113.5,3,sigma,1). Results are average time for 10 realizations on Cameraman (256 × 256) and Barbara (512 × 512), run on an Intel(R) Core(TM) i7 CPU M620@2.67 GHz with 4 Gb of ram.

<table>
<thead>
<tr>
<th>pixels</th>
<th>WAV</th>
<th>2-WAV</th>
<th>BM3D (’nc’)</th>
<th>BM3D (’high’)</th>
<th>K&amp;B</th>
</tr>
</thead>
<tbody>
<tr>
<td>256$^2$</td>
<td>1.22 s.</td>
<td>1.34 s.</td>
<td>1.22 s.</td>
<td>2.38 s.</td>
<td>18.11 s.</td>
</tr>
<tr>
<td>512$^2$</td>
<td>4.23 s.</td>
<td>6.04 s.</td>
<td>5.06 s.</td>
<td>10.37 s.</td>
<td>53.02 s.</td>
</tr>
</tbody>
</table>

noises and all images considered choosing $k = 4$. Moreover, sub-sampling combined with the WAV-reprojection still reduces the halo of noise.

Algorithm 1 is implemented quite efficiently, but without low level optimizations (assembly language inside C) or parallelization (SIMD and multicore). For reference, Table 1 provides the computing time of our methods as well as the one of Safir and BM3D (Matlab+mex for all methods). One can check that our methods are particularly competitive in term of speed.

5. Combining different patch sizes

Another drawback of patch-oriented denoising algorithm is the problem appearing when the textons are smaller than the patch size. At worst no patch candidate is found in the searching zone, leading eventually the estimator to be the observed noisy image. Since usually one size of patch is used for all images, that might happen frequently. For instance, with cartoon-type images such as Flinstones, best performance is reached with $W = 1$, that is using Yarolavsky’s Filter [27], when the noise level is small ($\sigma \leq 5$).

Thus a crucial issue is to aggregate estimators based on different sizes of patches to recover different scales of details. We introduce a simple method for aggregating estimators with two sizes of patches $W_{\text{max}}$ and $W_{\text{min}}$. Get $\hat{I}_{W_{\text{min}}}$ and $\hat{I}_{W_{\text{max}}}$ by any NL-Means procedure and keep the normalizations $Z_{\text{min}}(x)$ and $Z_{\text{max}}(x)$ for each pixel (i.e., the denominator in equation (3); see Algorithm 1 for more details). Then, one can average $\hat{I}_{W_{\text{max}}}$ and $\hat{I}_{W_{\text{min}}}$ with weights that are proportional to theses normalizations, re-weighted re-
Table 2: Evaluation of NL-Means variants: Flat and Gaussian kernel for central-reprojection. Others use the flat kernel: UAE-reprojection, WAV-reprojection, WAV-reprojection with two sizes of patches (2-WAV). For all procedures $W = 9, R = 9, h = \sigma$ (Gaussian), $h^2 = 2\sigma^2 q_0 W^2$ (flat) and $W_{\text{min}} = 2$ and $h_{\text{min}}^2 = 2\sigma^2 q_0 W_{\text{min}}^2$ (2-WAV).

<table>
<thead>
<tr>
<th>$\sigma = 20$</th>
<th>Flat</th>
<th>Gaussian</th>
<th>Flat UAE</th>
<th>Flat WAV</th>
<th>2-WAV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbara</td>
<td>28.77</td>
<td>29.04</td>
<td>30.03</td>
<td>30.17</td>
<td>30.04</td>
</tr>
<tr>
<td>Boats</td>
<td>28.51</td>
<td>28.82</td>
<td>29.52</td>
<td>29.57</td>
<td>29.71</td>
</tr>
<tr>
<td>Bridge</td>
<td>24.42</td>
<td>25.72</td>
<td>25.52</td>
<td>25.86</td>
<td>26.44</td>
</tr>
<tr>
<td>Camera.</td>
<td>27.62</td>
<td>28.22</td>
<td>28.76</td>
<td>29.18</td>
<td>29.74</td>
</tr>
<tr>
<td>Couple</td>
<td>28.16</td>
<td>28.53</td>
<td>29.22</td>
<td>29.32</td>
<td>29.44</td>
</tr>
<tr>
<td>Fingerprint.</td>
<td>25.04</td>
<td>25.83</td>
<td>26.57</td>
<td>27.14</td>
<td>27.11</td>
</tr>
<tr>
<td>Flist.</td>
<td>26.06</td>
<td>26.44</td>
<td>27.31</td>
<td>27.92</td>
<td>28.34</td>
</tr>
<tr>
<td>Hill</td>
<td>26.34</td>
<td>27.33</td>
<td>27.47</td>
<td>27.62</td>
<td>27.95</td>
</tr>
<tr>
<td>House</td>
<td>31.22</td>
<td>30.97</td>
<td>32.28</td>
<td>32.29</td>
<td>32.32</td>
</tr>
<tr>
<td>Lena</td>
<td>31.11</td>
<td>31.17</td>
<td>32.11</td>
<td>32.14</td>
<td>32.14</td>
</tr>
<tr>
<td>Man</td>
<td>28.54</td>
<td>29.11</td>
<td>29.60</td>
<td>29.58</td>
<td>29.81</td>
</tr>
<tr>
<td>Peppers</td>
<td>28.68</td>
<td>28.88</td>
<td>30.10</td>
<td>30.33</td>
<td>30.56</td>
</tr>
</tbody>
</table>

spectively by $1/W_{\text{max}}$ and $1/W_{\text{min}}$. For any pixel $x$ the final estimator is

$$
\hat{I}_{\text{min,max}}(x) = \frac{Z_{\text{min}}(x) \hat{I}_{W_{\text{min}}}(x)}{W_{\text{min}}} + \frac{Z_{\text{max}}(x) \hat{I}_{W_{\text{max}}}(x)}{W_{\text{max}}}
$$

(15)

Remark that for the WAV-reprojection with flat kernel, the normalization is just the number of (possibly repeated) pixels candidates used to denoise $x$.

We divide by the patch widths in order to favor the larger, since we are more confident in denoising with large patches. Moreover, the selection needs to be more conservative with the small patches, because misidentifications occur more often. So, one should use a smaller bandwidth $h$ for smaller patches: in practice we select $\alpha_{\text{min}} = 0.75$ in all our experiments.

Here we propose a simple and efficient solution to aggregate estimators with two different sizes of patch. Other solutions combining several patch sizes has been proposed in [22, 23], relying on unbiased risk estimation for combining/choosing various sizes (or shapes). Though the improvement is obtained through a higher computational cost.
6. Numerical Experiments

On natural images the UAE-reprojection is already quite an improvement. The WAV-reprojection procedure brings an additional gain of order 0.5dB on Bridge, Cameraman, Fingerprint and Flinstones while the performance for the other images is mostly the same. We present the example of Cameraman ($N = M = 256$) with $\sigma = 20$ and $W = 9, R = 21$. We get PSNR = 28.16 for the original NL-Means (with $h = \sigma$, and the Gaussian kernel). Using the flat kernel, PSNR = 27.60 for central-reprojection, PSNR = 28.65 for UAE-reprojection and PSNR = 28.84 for WAV-reprojection (all with $h^2 = 2\sigma^2 q_{0.99}$).

Better results are achieved using two size of patches, with WAV-reprojection and flat kernel ($W_{\text{max}} = 9, W_{\text{min}} = 2, h^2_{\text{max}} = 2\sigma^2 q_{0.99}^{W_{\text{max}}}, h^2_{\text{min}} = 2\sigma^2 q_{0.75}^{W_{\text{min}}}$). Note that visually, the importance of this two patch sizes procedure is particularly relevant. We present the performance of the different variation of the NL-Means that we have studied in Tab.2. It illustrates the advantages of the WAV-reprojection with respect to the others.

It is also important to test denoising methods using high quality images, since for instance images such as Cameraman, Lena and some other classical ones are of bad quality. For instance, the Cameraman image suffers from a black horizontal scratch in the bottom. Also testing on a big number of images makes the manual tuning of parameters a lot trickier, which makes
Figure 8: Box-plots of PNSR obtained for several methods on Condat’s image database (150 images). From left to right: NL-Means with central-reprojection, UAE-reprojection and WAV-Reprojection with two size of patches (same settings as in Tab.3), Kervrann and Boulanger method’s [7] and BM3D [16].

the comparison of methods much fairer. The 150 images we used in Fig.8 are available at http://www.greyc.ensicaen.fr/~lcondat/imagebase.html, and one is provided in Fig.10. We give in Fig.8 a box plot of five methods for a Gaussian noise of variance $\sigma = 20$: the first three are NL-Means variants with flat kernel: Central-reprojection, UAE-reprojection, and WAV-reprojection with two size of patches, all with $W = 9, R = 9, h^2 = 2\sigma^2 q_{0.99}^{W^2}$ and for the two sizes approach $h_{\text{max}}^2 = 2\sigma^2 q_{0.99}^{W_{\text{max}}^2}, h_{\text{min}}^2 = 2\sigma^2 q_{0.75}^{W_{\text{min}}^2}$. Then we compare with Kervrann and Boulanger method’s [7] and BM3D method [16] both with standard parameters.

Our proposed method improves on previous NL-Means variants. Our performance is on par with the method in [7], but is still clearly outperformed by BM3D. Visual comparisons (Fig.10) give the same hierarchy in the methods tested. However, one should notice that the parameters in our method are not optimized with respect to the noise level, though numerical study show that larger patches should be used when the amount of noise increases.
Moreover, the number of tuning parameters we have used remains as small as possible.

We have also provided a comparison of the computing time of those algorithms. It is provided in Table 1. One can check that our algorithm is competitive with the BM3D algorithm in term of speed and outperforms the Safir algorithm described in [7]. Remark that we have compared versions which are non-optimized for speed, in particular we do not use sub-sampling in any of the three algorithms.

7. Conclusion

In this paper, we have presented new methods to combine the information obtained by patch-based approaches in the context of denoising. Aggregating in a more refined way the various pixel estimates due to patch overlaps, we can increase the performance of classical NL-Means procedures. This is particularly true for the method called WAV-reprojection, where the weight of each pixel estimate is chosen inversely proportionnal to its estimated variance. We have illustrated the performance of our new WAV-reprojection on a toy example and on natural images. Moreover we have explained in details how the different types of reprojection reduce the noise halo. We have also shown that using at least two sizes of patches improves the performance significantly. The extension of our framework has also lead to research on more general shapes as in [22, 23].

Appendix

We explain in detail how to determine the weights for the WAV-reprojection. From Equation (11), and assuming the pixels estimators \( \left( \hat{P}_{x-\delta}^I(\delta) \right)_{\delta \in [0,W-1]_2} \) behave as if they were decorrelated, the variance of \( \hat{I}_{WAV} \) can be written

\[
\text{Var} \left( \hat{I}_{WAV}(x) \right) = \text{Var} \left[ \sum_{\delta \in [0,W-1]^2} \beta_{\delta} \hat{P}_{x-\delta}^I(\delta) \right],
\]

\[
\text{Var} \left( \hat{I}_{WAV}(x) \right) = \sum_{\delta \in [0,W-1]^2} \beta_{\delta}^2 \text{Var} \left[ \hat{P}_{x-\delta}^I(\delta) \right].
\]

Thus to minimize the expectation of the quadratic error of the weighted average estimator, we only need to minimize the variance under the constraint
Figure 9: Variant of NL-Means denoising with $R = 9, W = 9, \sigma = 20$ (a) original image, (b) noisy image, (c) Flat kernel and central-reprojection, (d) Classical NL-Means $h = \sigma$, (e) Flat kernel and UAE-reprojection, (f) Flat kernel and Min-reprojection, (g) Flat kernel and WAV-reprojection, (h) two patch sizes $W_{\text{max}} = 9, W_{\text{min}} = 2, h_{\text{max}}^2 = 2\sigma^2 q_0^{0.99}, h_{\text{min}}^2 = 2\sigma^2 q_0^{0.75}$ and $h^2 = 2\sigma^2 q_0^{0.99}$ when the flat kernel is used.
that $\sum_{\delta \in \{0, W-1\}^2} \beta_\delta = 1$. The dual (Lagrangian) form is

$$\mathcal{L} = \sum_{\delta \in \{0, W-1\}^2} \beta_\delta^2 \text{Var}\left(\hat{P}_{x-\delta}^I(\delta)\right) + \lambda \left(\sum_{\delta \in \{0, W-1\}^2} \beta_\delta - 1\right).$$

The first order conditions gives for any $\delta$:

$$\beta_\delta = -\lambda / \left(2 \text{Var}\left(\hat{P}_{x-\delta}^I(\delta)\right)\right).$$

Since the coefficients are normalized, for all $\delta \in \{0, W-1\}^2$ we get

$$\beta_\delta = \frac{\left[\text{Var}\left(\hat{P}_{x-\delta}^I(\delta)\right)\right]^{-1}}{\sum_{\delta' \in \{0, W-1\}^2} \left[\text{Var}\left(\hat{P}_{x-\delta'}^I(\delta')\right)\right]^{-1}}.$$

With the flat kernel, the weight $\beta_\delta$ is proportional to the number of selected patches to denoise $P_{x-\delta}^I$ (since the variance of the mean of $n$ i.i.d random variables is just the variance of one the variables divided by $n$).
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Figure 10: Comparisons on Cameraman, Barbara and Windmill, $\sigma = 20$. Top to bottom: WAV-reprojection, WAV-reprojection with two sizes, K&B [7] and BM3D [16].